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Abstract 

    After we make a translation errors analysis by pen and paper for the first eleven chapters of the first book of the A Song of Ice and 

Fire saga – called A Game of Thrones – that has been translated from German to Arabic by Google translation system. We developed 

an automatic translation Post-Editing System (TPES) and translation revision System (TRS) to detect and fix these errors automatical-

ly.  

    In the TPES we attention on neural end-to-end models that associate both source German text (src), machine translation (MT) out-

put Arabic text and the Arabic text translation post-editing (pe) in a single neural construction, modeling {MT, src} → pe directly, We 

consider the effect of hard-attention models which appear to be well-suited for monolingual and bilingual tasks. Dual-attention models 

that are combined with hard attention remain good in spite of applying fewer changes to the input. TPES produced by RNN show sta-

tistically significant improvements of 3.96 BLEU points absolute over the original MT. Also, human evaluation shows that, TPES 

generated PE translations are much better than the original MT output. 

In the TRS, the system decomposed into two simple actions, Pick (P) and Revise (R). The picked phrase could be at any position of 

the sentence, which improves the efficiency of human computer interaction. We also propose automatic proposal models for the two 

actions to reduce the cost of human interaction. Experiment results demonstrate that, the translation quality by TRS could be signifi-

cantly improved (around +2 BLEU points in one PR cycle). Greater improvements could be achieved the translation quality +17 

BLEU by iteratively performing both revision actions.  

1. Introduction 

Translations provided by state-of-the-art MT systems suffer 

from a number of errors including incorrect lexical choice, 

word ordering, word insertion, word deletion, etc. The trans-

lation errors can be classified as the Post-editing parameters 

(errors) and the translation revision parameters (errors). Ta-

ble 1 show, the translation Post-editing parameters and the 

translation revision parameters. The TPES is a system de-

veloped to improve the MT output by rectifying some of 

these errors. For this purpose we use a deep neural network 

(DNN) based approach. Neural MT (NMT) [1, 2] is a newly 

emerging approach to MT. On the one hand DNNs represent 

language in a continuous vector space which eases the mod-

elling of semantic similarities (or distance) between phrases 

or sentences, and on the other hand it can also consider con-

textual information, e.g., utilizing all available history in-

formation in deciding the next target word, which is not an 

easy task to model with standard APE systems. 

Our translation Post-editing system (TPES) detect and fix the 

errors: 

1. Fluency parameters 

2. Adequacy parameters 

Our Translation Revision System (TRS) detect and fix the er-

rors: 

1. Meaning Transfer (Accuracy): Does the translation reflect  

 

The message of the source text? 

2. Language (Mechanics): Have the rules of grammar, 

spelling, punctuation, house style been observed?  

TPES developed by assume the availability of German 

source language input text (  ), Arabic target language 

MT output (  ) and Arabic target language PE data 

( ).  

The TPES can be modelled as an MT system between  

 and . 
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Parameters 

categories  

Parame-

ters types 

Sub-parameters types 

 

 

The translation  

Post-editing 

parameters 

Group A – 

Fluency  
parameters 

1. Wrong term  

2.  Syntactic errors 

3.  Punctuation errors  

Group B – 

Adequacy 

parameters 

4. Omission  

5. Word-structure  

6. Misspelling  

7. A miscellaneous errors. 

 

 

 

 

The translation 

revision  
parameters 

Group A 

(Transfer)  

1. Accuracy  

2. Completeness  

Group B 

(Content)  

3. Logic   

4. Facts  

Group C 

(Language)  

5. Smoothness  

6. Tailoring  

7. Sub-languages  

8. Idiom  

9. Mechanics  

Group D 

(Presenta-

tion)  

10. Layout  

11. Typography  

12. Organization  

Table 1: the translation Post-editing parameters and the  

Translation revision parameters  

 

However, if we do not have access to   , but have suffi-

ciently large amounts of parallel   ,  data, we can 

still build the TPES between   and . Unlike phrase-

based APE systems [3], our TPES builds and trains a single, 

large neural network that accepts a ‘draft’ translation ( ) 

and outputs an improved translation ( ). To make the 

translation errors correction automatically we use Google 

Translation System (GTS) to translate the source German 

text to the target Arabic text. The output of GTS is frequently 

extremely grammatically incorrect due to the absence of lin-

guistic rules for the language pair being applied. Grammati-

cal error not only fails the fluency and adequacy of the trans-

lation. In translating German to Arabic by Google translation 

system, the BLEU scores [4] range only between 0.21 and 

0.29, depending on the test sets and numbers of reference 

translations. 

     TPES needs a lot of modifications to obtain high quality 

translations, human revisers usually wanted to modify the re-

sults generated by TPES. The revision process performed by 

human is time-consuming and need high energy. To speed up 

the revision process, we developed the TRS to update the 

good translation result after every human action. TRS make 

the translation modification by two actions: 

1-  a wrongly-translated phrase is selected from the whole 

text (Pick);  

2-  The correct translation is selected from the translation 

table (or manually added) to replace the original one (Re-

vise).  

Our TRS can retranslate the sentence and searches for the 

best translation using previous modifications as constraints. 

Also, we developed two automatic suggestion models that 

could predict the wrongly-translated phrases and select the 

revised translation, respectively. With the suggestion mod-

els, users only perform one of the actions (picking or revis-

ing) and let the suggestion models complete the other one. 

In this case, the interactions could be further simplified to 

be only one of the actions, which is as simple as one mouse 

click. 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: The translation system with translation post-editing 

and translation revision systems. 

 

The remainder of the paper is organized as follows. Section 2 

gives an overview of relevant related work. The proposed 

TPES is described in detail in Section 3. The proposed TRS 

is described in detail in Section 4. Section 5 presents the re-

sults of automatic and human evaluation together with some 

analysis. Section 6 concludes the paper and provides avenues 

for future work. 

2. Related works 

Before the application of neural sequence-to sequence mod-

els to TPES, most TPES would rely on phrase-based SMT 

following a Monolingual approach first introduced by [3]. 

[5] Proposed a “source-context aware” variant of this ap-

proach where automatically created word alignments were 

used to create a new source language which consisted of 

joined MT output and source token pairs. The addition of 

source-language information in that form was shown to im-

prove the automatic post-editing results [5, 6]. The quality 

of the used word alignments plays an important role for 

these methods, as demonstrated for instance by [7]. During 

the WMT-2016 APE shared task two systems relied on neu-

ral models, the CUNI system [8] and the shared task winner, 

the system submitted by the AMU team [9]. This submis-

sion explored the application of neural translation models to 

the APE problem and achieved good results by treating dif-

ferent models as components in a log-linear model, allowing 

for multiple inputs (the source src and the translated sen-

tence MT) that were decoded to the same target language 

(post-edited translation pe). Two systems were considered, 

one using src as the input (src → pe) and another using MT 

as the input (MT → pe). A simple string-matching penalty 

integrated within the log-linear model was used to control 

for higher faithfulness with regard to the raw MT output. 

The penalty fired if the APE system proposed a word in its 

output that had not been seen in MT. The influence of the 

components on the final result was tuned with Minimum Er-

TRS 
System 

The output 

revised 

Arabic text 

 
 

TPES 
system 

 

Step 1 to 4: 
SMT 

 

Step2: Identify 
terms 

 
 Step 3: diction-

ary build 

 
 

The input 

German text 
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ror Rate Training [10] with regard to the task metric TER. 

Following the WMT-2016 APE shared task, [11] published 

work on another neural APE system that integrated recom-

puted word alignment features into the neural structure and 

enforced symmetric attention during the neural training pro-

cess. The result was the best reported single neural model 

for the WMT-2016 APE test set prior to this work. With n-

best list re-ranking and combination with phrase-based post-

editing systems, the authors improved their results even fur-

ther. None of their systems, however, integrated information 

from src, all modelled MT → pe.  

 

3. Translation Post-Editing  System (TPES) 

3.1 A Bidirectional RNN APE Encoder-Decoder 

Our TPES encodes a variable-length sequence of  (e.g.  

= ... ) into a fixed-length vector representation and 

then decodes a given fixed-length vector representation back 

into a variable-length sequence of  (e.g.  = ... ). 

Input and output sequence lengths, m and n, may differ. 

A Bidirectional RNN encoder consists of forward and back-

ward RNNs. The forward RNN encoder reads in each x sequen-

tially from  to  and at each time step t, the hidden state  

of the RNN is updated by using a non-linear activation function 

f (Equation 1), an element wise logistic sigmoid with an LSTM 

unit. 

 = f ( , )                                                   (1) 

Similarly, the backward RNN encoder reads the input sequence 

and calculates hidden states in reverse direction (i.e. to 

and  to  respectively). After reading the entire input 

sequence, the hidden state of the RNN is provided a summary c 

context vector (‘C’ in Figure 2) of the whole input sequence.  

 

Figure 2: Generating the  word  for a given  (x) 

by our TPES. 

 

 The decoder is another RNN trained to generate the output 

sequence by predicting the next word  given the hidden state 

  and the context vector . The hidden state of the decoder at 

time t is computed as given below. 

P (   | ... , x) = f (   , , )            (2) 

   = f (   , , )                                        (3) 

The context vector  can be computed as 

                  =                                  (4) 

Here,  is the weight of each hi and can be computed as 

 

                              (5) 

Where  = a ( , ) is an alignment model which provides 

a matching score between the inputs around position i and the 

output at position t. The alignment score is based on the an-

notation  of the input sentence and the RNN hidden 

state . The alignment model itself is a feed forward neural 

network which directly computes a soft alignment that allows 

the gradient of the cost function to be back propagated through. 

The gradient is used to train the alignment model as well as the 

  –  translation model jointly. 

The alignment model is computed m × n times as follows: 

a ( , ) =  tanh ( )                               (6) 

Where  ∈ ,  ∈   , and  ∈   are the 

weight matrices of  hidden units. 

We evaluate the model on a German–Arabic ATPE system, 

Figure 4 show generating the  word  for a given 

 (x) by our TPES. 

 

3.2 Translation Post-Editing  System (TPES) architecture 

The TPES is based on a bidirectional (forward-backward) RNN 

based encoder-decoder. This is where most of the Tensor Flow 

code is located. Encoders are parts of the system which take 

some input and compute a representation of it. The TPES work-

flow illustrated in Figure 3, the system uses two encoders 

which are implemented using a bi-directional GRU [19] net-

work. The first encoder is fed with sentences in the source lan-

guage and the second one is fed with the machine translation 

output. Decoders are system parts that produce some outputs. A 

decoder combines outputs of both the encoders and attends to 

their hidden states during decoding. A trainer that follows the 

decoders computes the error of the decoder outputs given the 

desired target text from the train dataset. Our definition of en-

coders and decoders is more general than in the classical se-

quence-to-sequence (S2S) learning. The RNN decoder is for us 

only a special type of decoder; it can be also a sequence labeler 

or a simple multilayer perceptron classifier or regression. De-

coders are executed using so-called runners. Different runners 

represent different ways of running the model. We might want 

to get a single best estimation, get an n-best list or a sample 

from the model. We might want to use an RNN decoder to get 

the decoded sequences or we might be interested in the word 

alignment obtained by its attention model. This is all done by 

employing different runners over the decoders. The outputs of 

the runners can be subject to more post processing. In addition 

to runners, each experiment has to have its trainer. A trainer is a 

special case of a runner that actually modifies the parameters of 

the model. It collects the objective functions and uses them in 

an optimizer. RNN manages Tensor Flow sessions using an 

object called Tensor Flow manager. Its basic capability is to 

execute runners on provided datasets. It encapsulates all logic 

concerning the Tensor Flow sessions. The experiments are de-

scribed using configuration files. They contain a complete spec-

ification of the network architecture, preprocessing and post-

processing of the data, the training and validation data, all me-
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ta-parameters of the training, and metrics used for model evalu-

ation. The configuration files are the main tool of RNN experi-

ment management. The same configuration can be used after 

training to run the trained model. Figure 3 show the TPES 

workflow. 

 

 
 

Figure 3: TPES workflow  

  

Our TPES contains 1000 hidden units for the forward backward 

RNN encoder and 1000 hidden units for the decoder. The net-

work is basically a many-sided neural network with a single 

maxout unit as hidden layer [12] to compute the conditional 

probability of each target word. The word embedding vector 

dimension is 620 and the size of the maxout hidden layer in the 

deep output is 500. The number of hidden units in the align-

ment model is 1000. The model has been trained on a mini-

batched stochastic gradient descent (SGD) with ‘Adadelta’ 

[13]. The main reason behind the use of ‘Adadelta’ is to auto-

matically adapt the learning rate of each parameter 

( and ρ = 0.95). Each SGD update direction is com-

puted using a mini-batch of 80 sentences. Figure 4 show the 

architecture of the Translation Post-Editing System (TPES). 

 

 

 

Figure 4: The architecture for the Translation Post-Editing Sys-

tem (TPES) 

 

 For building the TPES, we set maximum phrase length to 7. A 

5-gram language model built using Ken LM [14] was used for 

decoding. System tuning was carried out using both k-best MI-

RA [15] and Minimum Error Rate Training (MERT) [16] on 

the held out development set (dev. set). After parameters were 

tuned, decoding was carried out on the held out test set. Dataset 

series can be used to create a vocabulary. A vocabulary repre-

sents an indexed set of tokens and provides functionality for 

converting lists of tokenized sentences into matrices of token 

indices and vice versa. Vocabularies are used by encoders and 

decoders for feeding the provided series into the neural net-

work. We used 12k sentences TPES training dataset for training 

and we computed BLEU [17] on the 73 chapters of A Game of 

Thrones (German-Arabic) and consist of 312K   –   

parallel sentences to compare the baselines. The evaluation was 

performed during training. We thus did not use beam search 

and simply greedily chose the most probable output at each 

decoding step to get the validation output. We can see that the 

character-level post-editing models outperform the sub word-

level models. However, the training was done using only a 

small dataset which may possibly indicate that the character 

level architecture is able to better exploit the training data. 

Nevertheless, we chose the character-level system for our re-

maining experiments. 

We also trained a separate model that generates a sequence of 

post-editing operations Inspired by [18], (“edit ops”) instead of 

directly generating the target sequence of characters. Aside 

from generating characters present in the training data, the sys-

tem learns to use special tokens “<keep>” and “<delete>”, or 

“<insert>” to indicate the modifications needed for the MT 

output.  

 

3.3 Loading and Processing Artificial Datasets 

Before the system is applied to the data, there is a short pipeline 

of steps preparing the data. In the simple case of machine trans-

lation, there are two data series: a list of sentences in the source 

language and a list of sentences in the target language. Figure 5 

show creating a dataset in TPES, The dataset is created in the 

following steps: 

 

 
Figure 5: Creating a dataset in TPES 

 

1. An input file is read using a reader. Reader can e.g., load 

a file containing paths to JPEG images and load them as 

NumPy arrays, or read tokenized text as a list of lists 

(sentences) of string tokens. 

2. Series created by the readers can be preprocessed by 

some series-level preprocessors. An example of such 

preprocessing is byte-pair encoding [20] which loads a 

list of merges and segments the text accordingly. 

3. The final step before creating a dataset is applying da-

taset-level preprocessors which can take more series and 

output a new series. 

At present, there are two implementations of a dataset: 

Runners Input data Model outputs 

... 

file

1 
file

2 

File  

read-

er1 
read-

er2 

read-

erX 

prepro-

cess1 

prepro-

cess2 

Readers 

... 

Preprocessors 
 A. series-

level 

B. dataset-

level 

... 

Dataset 

se-

ries1 
se-

ries1_prep 
se-

ries2 
com-

bined_2_X 
Series 

X 

....

.. 

Input 

Files  
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1. An in-memory dataset which stores all data in the 

memory. 

2. A lazy dataset which gradually reads the input files step 

by step and only store the batches necessary for the 

computation in the memory.  

The data will be divided into two set of texts: (I) the original 

text in German, which is the source text (ST); and (II) the 

Google translation for Arabic text, which is the target text (TT), 

The training data used for the experiments was developed in the 

73 chapters of A Game of Thrones (German-Arabic), 11 chap-

ters were analyzed, there are 129 occurrences of translation 

errors were found and consists of 312K   –   parallel 

sentences (German -Arabic). Google Translate (GT) is the MT 

engine which provided the original Arabic TLMT output. Since 

the data contains some non-Arabic sentences, we applied auto-

matic language identification [21] in order to select only Arabic 

sentences. Automatic cleaning and pre-processing of the data 

was carried out by sorting the entire parallel training corpus 

based on sentence length, filtering the parallel data on maxi-

mum allowable sentence length of 80 and sentence length ratio 

of 1:2 (either direction), removing duplicates and applying to-

kenization and punctuation normalization using Moses [22] 

scripts. After cleaning the corpus we obtained a sentence 

aligned  –  parallel corpus containing 213,795 sen-

tence pairs. We randomly extracted 1000 sentence pairs each 

for the development set and test set from the pre-processed par-

allel corpus and used the remaining (211,795) as the training 

corpus. The training data features 57,568 and 61,582 unique 

word types in   and , respectively. We chose the 

40,000 most frequent words from both  and  to train 

our NNAPE model. The remaining words which are not among 

the most frequent words are replaced by a special token 

([UNK]). The model was trained for approximately 35 days, 

which is equivalent to 2,000,000 updates with GPU settings. 

Table 2 shows the examples occurrences of Translation Errors 

in Artificial Data, Table 3 show the occurrences of Translation 

Errors according to Mossop’s Model. 

 

The input 

German 

text  

The Google 

Arabic text 

translation  

Human 

Arabic 

text  trans-

lation  

Errors 

cate-

gory 

Errors 

parame-

ter 

Der winter 

kommt 

-Post الشتاء قادم الشتاء قادم

editing 

Con-

sistency 

Gared 

gehörte seit 

vierzig Jah-

ren der 

Nachtwache 

an, als Mann 

und schon 

als Junge, 

und er war 

es nicht ge-

wohnt, dass 

man sich 

über ihn 

lustig 

machte. 

كان جارد 

حارساً ليلياً لمدة 

أربعين عاماً ، 

كرجل وكصبي 

، ولم يكن معتاداً 

على السخرية 

 .منه

يخ لقد قضي الش

أربعين عاما 

كاملة مع 

ذ حرس الليل،من

 إلتحق بهم وهو

ن صبي.ولم يك

يروق له أن 

يستخف به 

 الأخرين

lan-

guage 

and 

style 

idiom 

Vier Jahre 

war er auf 

der Mauer. 

Als man ihn 

zum ersten 

Mal auf die 

andere Seite 

geschickt 

hatte, waren 

ihm all die 

alten Ges-

chichten 

wieder 

eingefallen, 

und fast war 

ihm das Herz 

in die Hose 

gerutscht. 

كان على الحائط 

لمدة أربع 

سنوات. في 

المرة الأولى 

التي تم إرساله 

إلى الجانب فيها 

الآخر ، كانت 

جميع القصص 

القديمة قد عادت 

إليه ، وكان قلبه 

ينزلق في 

 .سرواله

ويوم أرسلوه 

وراء 

الجدارللمرة 

الأولي وجد 

الحكايات 

ق القديمة تتدف

من ذاكرته 

 وشعر بأمعائه

 تتقلص

mean-

ing 

trans-

fer 

com-

pleteness 

Was gibt es 

da? 

-lan من هناك ؟ ما هو هناك؟

guage 

and 

style 

smooth-

ness 

Will trat an 

den Baum, 

einen 

gewölbten, 

graugrünen 

Wachbaum, 

und begann 

zu klettern. 

صعد إلى 

الشجرة ، شجرة 

حراسة خضراء 

رمادية مقببة ، 

وبدأ في 

 .الصعود

ة إتجه إلي شجر

الحارس 

الضخمة ذات 

الأفرع 

المقنطرة 

واللون 

الأخضروالرما

قدي وبدأ يتسل  

mean-

ing 

trans-

fer 

accuracy 

Der Andere 

zögerte. Will 

sah seine 

Augen, 

dunkler und 

blauer, als 

Mensch-

enaugen 

jemals sein 

konnten, ein 

Blau, das 

brannte wie 

Eis. Sie rich-

teten sich auf 

das Lang-

schwert, das 

dort oben 

bebte, 

betrachteten 

das Mon-

dlicht, das 

kalt über das 

Metall lief. 

Einen Her-

zschlag lang 

wagte er zu 

hoffen. 

الآخر تردد. 

سوف يرى 

عينيه ، أكثر 

قتامة وأكثر 

زرقة من العين 

البشرية يمكن أن 

تكون ، زرقاء 

تحترق مثل 

الثلج. كانوا 

يستهدفون 

الفستان الطويل 

الذي يرتعد هناك 

، يراقبون ضوء 

القمر البارد فوق 

المعدن. لدقات 

قلب تجرأ على 

 .الأمل

توقف الأخر 

،ورأي ويل 

عينيه .كانتا 

ن أزرق ذات لو

شديد 

العمق،يحرق 

كالجليد،أعمق 

وأكثر زرقة 

من أي عين 

بشرية ،وقد 

هما ثبتت نظرات

علي السيف 

الطويل الذي 

فا يرتفع مرتج

في يد 

تا صاحبه،وراقب

نور القمر 

البارد يجري 

علي 

 المعدن،وللحظة

جرؤ ويل علي 

 الأمل

content logic 

Er nannte sie 

»kleine 

Prinzessin« 

دعاها "الأميرة 

الصغيرة" 

وأحيانا "سيدتي" 

وقال أمرا 

:"قفي مكانك 

"، ثم 

lan-

guage 

and 

mechan-

ics 
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Yes 

No 

Input post-editing 

text 

Controlled Decoder 

 

...  

...  

Text Acceptable 

Picking 

Revising 

Output Revised text 

 

  

 , t 

  

und 

manchmal 

»Mylady«, 

und seine 

Hände waren 

weich wie 

altes Leder. 

، وكانت يديه 

ناعمة مثل 

 .الجلود القديمة

م "إستديري. نع

 عظيم. تبدين

..." "بهية 

كملكة" وكان 

 يمرر يده علي

 صفحة الماء

style 

Table 2:  The examples of occurrences of Translation Errors  
 
3.4 TPES Evaluation 

The performance of the TPES was evaluated using both auto-

matic and human evaluation methods. 

 

3.4.1 Automatic Evaluation 

The output of the TPES on the 1000 sentences test set was 

evaluated using two MT evaluation metrics: BLEU [23] and 

TER [24]. Table 4 provides a comparison of our neural system 

performance against the original GT output. Table 1 means that 

the improvement provided by S2 in BLEU is statistically signif-

icant over Google Translator and phrase-based APE. A logical 

trend (RNN > GT) can be observed in Table 3 and the im-

provements are consistent across the two metrics. The relative 

performance gain achieved by RNN over GT is highest in TER. 

System BLEU TER 

GT  61.26 30.94 

RNN  65.22 27.56 

Table 3: TPES automatic evaluation  

 

 

3.4.2  Human Evaluation 

Human evaluation was carried out by four professional transla-

tors, native speakers of Arabic, with professional translation 

experience between one and two years. Since human evaluation 

is very costly and time consuming, it was carried out on a small 

portion of the test set consisting of 145 randomly sampled sen-

tences and only compared TPES with the original GT output. 

We used a polling scheme with three different options. Transla-

tors choose which of the two (GT or TPES) outputs the better 

translation is or whether there is a tie (‘uncertain’). To avoid 

any bias towards any particular system, the order in which two 

system outputs are presented is randomized so that the transla-

tors do not know which system they are contributing their votes 

to. We analyzed the outcome of the voting process (4 transla-

tors each giving 145 votes) and found that the winning TPES 

received 285 (49.13%) votes compared to 99 (17.07%) votes 

received by the GT system, while the rest of the votes (196, 

33.79%) go to the ‘uncertain’ option.  On manual examination 

we found that the TPES drastically reduced the preposition 

insertion and deletion error in Arabic GT output and was also 

able to handle the improper use of prepositions and determin-

ers.  

 

4 Translation Revision System (TRS) architecture 

In TRS fewer interactions are needed to add improve the trans-

lation quality. The TRS picks the phrase which was considered 

the most critical translation error and revises the translation 

according to phrase table. After a PR cycle, our Controlled de-

coder retranslates the sentence. It not only generates the correct 

translation for the pick-revise pair (PRP), but also improves the 

translation around the PRP. Our TRS can modify the most criti-

cal error at first, which brings larger improvements on transla-

tion quality and improves the translation efficiency. Figure 6 

shows an overview of our framework for a source sentence   

... . Our TRS iteratively generates the translation us-

ing a Controlled decoder. The Controlled come from previous 

picking and revising processes. The picking and revising results 

can also be collected for model adaptation. The whole process 

continues until the translation is considered acceptable by the 

users. We explain the key components of our system below. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6: The TRS architecture. 

 

4.1 The automatic Picking process  

In the picking step, the TRS pick the wrongly translated phrase 
(  ) to be revised (where   is the phrase that covers the 

source words from index i to j), and translated into t. The pick-
ing process aims at finding critical errors in the translation, 
caused by errors in the translation table or essential translation 
ambiguities. The correcting these critical errors make the larg-
er improvement of translation quality [25]. Critical errors 
might have a large effect to the translation of their context. 

To make the picking step easier to be integrated into TPES, we 

limit the selection of translation errors to be those phrases in the 

previous PR cycle output. If it's the first PR-cycle, then those 

errors come from phrases used to generate the baseline post-

editing translation. For more suitable user interactions, in our 

TRS system, critical errors can be picked from both the source 

and target side by simply a mouse click on it. The correspond-

ence/alignment between source and target phrases is visualized 

for easier human observation. 

To further reduce the human actions, we propose to use auto-

matic suggestion models for the picking step. Such models can 

offer suggestions to users in picking. Because picking actions is 
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performing selections from multiple candidates, we use classi-

fier-based approaches to model this step. Note that these auto-

matic suggestion models could be interpreted as simplified self-

assurance measurements. 

Modeling the picking process needs two aspects of information. 

One of them is to determine whether the phrase is difficult-to-

translate; the other is to determine whether the current transla-

tion option is correct. We use features from translation models 

(TMs), language models (LMs), lexical reordering models 

(LRMs), as well as counting and lexical features in Table 4. 

These features cover information of the source side, target side, 

translation ambiguity, and context, etc.  

 

Category Description 

TM 

TM scores of baseline transla-

tion 

Normalized TM scores of base-

line translation 

TM entropy of all translation 

options 

LM LM score of baseline translation 

LM score of previous/next 

phrase translation 

LM score of each target word 

LM score of the bigram at the 

border of current and previ-

ous/next phrase 

LRM LRM scores of baseline transla-

tion 

LRM scores of previous/next 

phrase translation 

Count Source/target word count 

Number of translation options 

for current source phrase 

POS POS-tags of source words 

POS-tags of previous/next word 

of source phrase 

Lexical 
Source words 

Target words 

Table 4: the Features of the automatic Picking process  

The goal of automatic Picking process is to recognize those 

phrases that might be wrongly translated, and the users can 

either accept or refuse the suggestion. Within all the phrases of 

a source sentence, we need to separate the wrongly-translated 

phrases and correctly-translated phrases. Because translation 

errors often cause low translation quality, we use the translation 

quality gain after the revising action as a measurement. We 

treat those phrases that achieve translation quality improvement 

after revising as wrongly-translated phrases; those lead to trans-

lation quality worsening as correctly-translated phrases. We 

select phrases that lead to a BLEU improvement/deterioration 

greater than a threshold is set as 10% of the BLEU score of the 

baseline sentence. 

4.2 The automatic Revising process  

The TRS revise the translation of  by selecting the correct 

translation  from the translation table, or manually add one if 

there is no correct translation in the translation table. Whether 

to perform selection or adding depends on the quality of the 

translation table. When the translation system is trained with 

large enough parallel data, the quality of the translation table is 

usually high enough to offer the correct translation. For a 

picked phrase, the translation options in the phrase table could 

be presented to the users as a list. The users just need to click 

on the correct translation to complete the revising step. The 

users could also type a new translation through a separated in-

put area. To further reduce the human actions, we propose to 

use automatic suggestion models for the picking and revising 

step, respectively. Such models can offer suggestions to users 

in both picking and revising steps. Because both picking and 

revising actions are performing selections from multiple candi-

dates, we use classifier-based approaches to model these two 

steps. Note that these automatic suggestion models could be 

interpreted as simplified self-assurance measurements. 

The features of automatic Revising process are showed in Table 

5. For translations of a given source phrase, there is no need to 

compare their source-side information because these translation 

options share the same source phrase and context. So these fea-

tures mainly focus on estimating the translation quality of a 

given translation option. As a result, features for automatic Re-

vising process only including the scores for TM, LM and LRM, 

etc., which are simpler compared to PSM. Table 7 show the 

Features for the RSM 

 

Category Description 

TM TM scores of current 

translation option 

LM 

LM score of current 

translation option 

LM score of each 

target word 

LRM LRM scores of cur-

rent translation op-

tion 

count Target word count 

Lexical Target words 

Table 5: The features of automatic Revising process 

 

The goal of automatic Revising process is to predict the correct 

translation and suggest users to replace the wrong translation 

with the predicted one. The users can either accept it or use 

another translation.  

Translation table has multiple translation options for one 

phrase. Within the translation option set of a source phrase, we 

need to separate the correct and wrong translation options.  
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Instead of asking human translators to label these translations, 

we use two criteria to distinguish correct translation options 

from wrong translation options. 

Firstly, the correct translation option should be a substring of 

the references, which ensures the correctness of the options 

itself. Secondly, the correct translation option should be con-

sistent with pertained word alignment on the translated sen-

tence pair1. This is to ensure that the translation option does not 

get credit for words that are not translations of the source side 

phrase. The remaining options are considered wrong transla-

tions. With the above criteria, we select all correct translation 

options as positive instances for the revising step, and randomly 

sample the same number of wrong translation options to be 

negative instances. Specifically, translation options that are 

used by the baseline system are included as negative instances. 

 

4.3 The Controlled Decoder 

A pick-revise pair (PRP), (  ), is obtained after a PR cycle 

for a source sentence. We use a Controlled decoder to search 

for the best translation with the previous PRPs as constraints. 

The constrained search algorithm is similar to the algorithm in 

a typical phrase-based machine translation [26]. The only ex-

ception is that it makes an extra comparison between each 

translation option and previous PR pairs, which ignores all the 

phrases that overlap with the source side of a PRP. As a result, 

a lot of translation options are ignored, which makes the search 

space much smaller than standard decoding. In this way, we 

could guarantee that all the PRPs are correctly translated and 

the whole process can be carried out in real-time. The system 

could collect all PRPs and adapt the models using methods de-

scribed in [27] or [28].  

5 Experiment Sceneries 

5.1 Loading and Processing Artificial Datasets  

Throughout the experiments, we use Google machine transla-

tion system and join our TRS into the TPES. The parallel data 

for training the TRS includes in the 73 chapters of A Game of 

Thrones (German-Arabic) and consists of 312K   –   

parallel sentences. The parallel sentences are (German to Ara-

bic) MT output and their corresponding (human) post-edited 

Arabic translations. Google Translate (GT) is the MT engine 

which provided the original Arabic TLMT output. A 5gram 

language model is trained with MKN smoothing [29] on 

Xinhua portion of Arabic Giga word Data There are 319 files, 

totaling approximately 1.1GB in compressed form (4348 MB 

uncompressed, and 391619 K words). 

  We use a combination of the parallel data for training to tune 

the MT system parameters and train the suggestion models. We 

test the system on the parallel data. The translation results are 

evaluated with case insensitive 4-gram BLEU [30]. Our base-

 

1 We trained word alignments with Giza++(Och and Ney, 2003) 

line phrase-based MT system has comparable performance with 

the Google machine translation system. 

5.2  Classification Sceneries 

We use the classification model to implement the PRP, the neu-

ral network model. We use a feed forward neural network with 

the CNTK implementation [33]. The neural network has one 

hidden layer of 80 nodes, with sigmoid function as the activa-

tion function. We use pre-trained word embedding [34] for the 

neural model. 

 

5.3  TRS Procedure 

Because real-world human interactions are expensive and time-

consuming to obtain, we use simulated human interactions for 

picking and revising in the TRS, directly identifying critical 

errors in the translation is not an easy task without human anno-

tation. Instead, we find critical errors by judging the effect of a 

given error to the translation of their context. We try picking 

every phrase in a baseline translation result and revising it us-

ing the simulated revising strategy. The influence of the phrase 

is measured by the translation quality improvement after re-

translation with the current phrase be revised. The phrase with 

the highest translation quality improvement is picked to be the 

simulated human picking result. Given the phrase to be revised, 

the simulated revising action is direct. Among all the transla-

tion options that are considered correct, we choose the longest 

one to be the simulated human revising result. With the above 

simulated actions, one PR cycle takes exactly two mouse clicks 

and none keystroke. We compare the post editing method 

which selects the most critical error and edits it to be the simu-

lated revising translation. The key-stroke count for each editing 

is the number of characters of the correct phrase translation. 

 

5.4 Examples of applying PR actions 

We additional analyze the performance of our TRS system by 

examples. Table 6 shows the TRS procedure of improving 

translation quality for three different sentences. 
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Die WHO bestätigte Vietnams sechste tote 

Vogelgrippefall  

تؤكد منظمة الصحة العالمية وفاة السادس في إنفلونزا 

 الطيور في فيتنام

 ) () (6)الصحة العالمية( )المنظمة( )تأكيد( )فيتنام( ) 

 )حالة(أنفلونزا الطيور( )الموت( 

Ref  تؤكد منظمة الصحة العالمية حالة الوفاة السادسة من

 إنفلونزا الطيور في فيتنام

Baseline  أكدت منظمة الصحة العالمية حالات موت أنفلونزا الطيور

 في فيتنام

PR*1  تؤكد منظمة الصحة العالمية حدوث حالات وفاة لإنفلونزا

 في فيتنام 1الطيور

PR*2 الموت السادسة  من   2ة العالمية حالةتؤكد منظمة الصح

 إنفلونزا الطيور في فيتنام

 

Nationale Versöhnung erfordert in der Re-

gel
 eine gewisse Menge an Prozess, und es 

ist schwierig 

 

تتطلب المصالحة الوطنية عادة كمية معينة من العملية  ، 

 ومن الصعب ذلك

دة( )تحتاج( )معينة( )( )الوطنية( )المصالحة( )عا 

 (.) )بالطبع( )،( )لا( )إنجاز في إجراء واحد

Ref  تحتاج المصالحة الوطنية عادة إلى مسار معين ، ولا يمكن

 .في إجراء واحد  تحقيقه

Baseline المصالحة الوطنية هي عملية صعبة للغاية. 

PR*1  تحتاج عملية المصالحة الوطنية عادة إلى  معينة صعبة

 .يةللغا

PR*2 المصالحة الوطنية تحتاج عادة إلى مسار معين  ، وأنجزت. 

PR*3  المصالحة الوطنية عادة ما تحتاج إلى مسار معين ، وأنه لا

 .يمكن أن يتحقق

 

Die zwei Antworten israels können jedoch 

von den Vereinigten Staaten nicht vollstän-

dig gelöst werden. 

)إسرائيل( )الرد( )تفشل( )واضح تماما( )لنا( )ومع ذلك(   

 (.) )( )شك( 

Ref ومع ذلك ، فشل رد إسرائيل في إزالة الشكوك بشكل كامل. 

Baseline  ومع ذلك ، فإن الرد الإسرائيلي على الإزالة الكاملة

 .للولايات المتحدة

PR*1  ومع ذلك ، فشلت الاستجابة الإسرائيلية في الشك بوضوح

 تام. 

PR*2  ومع ذلك ، فشل رد إسرائيل  في توضيح الشكوك بشكل

 كامل

Table 6: Examples of applying PR actions multiple times in 

the German -Arabic translation. 

 

In the first sentence, two PR cycles lead to a perfect transla-

tion. In the first PR cycle (PR*1), revising the translation of 

"Die sechste"   from "6" to "السادس" improves the neighboring 

translation. The translation of “Bestätigung”   changes from 

" to   "التأكيد “ ؤكدت  ", which a positive effect is. In PR*2, revising 

the translation of "Fälle” from "حالات" to "حالة" also changes the 

neighborhood translation, after two PR cycles, the reference 

translation is obtained. In our current settings, the reference 

translation could not always be obtained. The maximum 

achievable BLEU is around 60-70 in general environment.  

In the second sentence, "Muss sicher sein" " يجب أن تكون على

 is picked in the first PR cycle. Revising the translation "يقين

from "a" to "need a certain" makes the translation of "nor-

malerweise"  "عادي" changing from "يكون" to "دائما". In the next 

PR cycle, revising the translation of "Prozess" "عملية" from 

"process" to "course" makes the neighboring translation chang-

ing from "," to ", and". Meanwhile, the position of "course" 

moves to the right place (in front of ","). In the last PR cycle, 

the translation of "Es ist schwer zu" "من الصعب" is revised from 

"it" to "it cannot be". After three PR cycles, the translation 

quality improves significantly. However, the translation is still 

different from the Reference. 

This is because "Auf einen Schlag” should be translated into 

 But there is no suitable translation ."يتحقق" instead of "دفعة واحدة"

option for it in the current phrase table. So the system cannot 

generate a perfect translation. The problems will be less signifi-

cant when real-world human translators are involved. Human 

translator inputs the correct translation "accomplished in one 

action", the system will generate the reference translation after 

constrained decoding (Human). 

In the last sentence in Table 9, "Kann nicht" "لا يمكن" is picked 

as the critical error. Revising the translation from "إلي ال" to 

 leads to an improvement on neighboring phrase (the ,"تفشل"

translation of "Volles Kehren" to "بشكل كامل "), In the second PR 

cycle, "Israels" "إسرائيل" is picked. Revising the translation from 

 "makes the translation of "Antwort ،"اسرائيل" to "إسرائيلي"

change from "الإجابة" to “  .this is also a positive effect ," الاستجابة

However, after two PR cycles, all phrase translations are cor-

rect, but the translation is still different from the reference. This 

is because the language model and lexical reordering model 

prefer the wrong phrase ordering, which put "الولايات المتحدة" "the 

US" at the end of the whole sentence. This problem arises from 

the MT system itself, which may not be solved directly in our 

TRS. 

If more interactions are allowed, for example, performing reor-

dering operations, the above problems could be solved. But the 

interactions become more complex, and may not be acceptable 

to human translators. Other solutions include using better statis-

tical models such as neural language models [35].  

6. The TPES and TRS evaluation  

We also validate the improvements of translation quality in a 

general environment. We perform similar experiments on all 

data. In some of the sentences, the translation table might not 

contain the correct translation for source phrase, due to the limi-

tation of the training of our current MT system. The results are 

listed in Table 7 Experiments on all data, (PR*n denotes system 

that repeat picking and revising for n cycles; the PE system post 

edits the most critical error). 

Although the BLEU score in general environment is lower than 

those in ideal environment, the results show basically the same 

trends as in the previous experiment. The third row (PR*1) in 

Table 8 shows that picking and revising the most critical error 
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can bring around +11 BLEU improvements in both data sets. 

Three PR-cycles can achieve +17 BLEU improvements (PR*3). 

Compared to PE methods, our framework still has a significant 

advantage in the general environment.  

Data BLEU 

Baseline 30.64 

PE*1 34.18 (+2.54) 

PR*1 41.47 (+10.83)) 

PR*2 45.76 (+15.12) 

PR*3 48.33 (+17.69) 

Table 7: The TPES and TRS evaluation Analysis example  

7. Conclusions and Future Works 

The TPES provides statistically significant improvements over 

existing state-of-the art APE models and produces significantly 

better translations than GT which is very difficult to beat. This 

enhancement in translation quality through TPES should reduce 

human PE effort. Human evaluation exposed that the TPES 

generated PE translations contain less lexical errors, TPES cor-

rects erroneous word insertions and deletions, and improves 

word ordering. 

We introduced a pick-revise TRS system, TRS, where the users 

could pick critical translation errors anywhere in the sentence 

and revise the translation. By correcting the critical error in-

stead of the left most one, our framework could improve the 

translation quality in a quicker and more efficient way. By us-

ing automatic suggestion models, we could reduce human in-

teraction to a single type, either picking or revising. It is also 

possible to let different human translators to perform different 

actions. In this case every translator will focus on a single ac-

tion, which might be easier to train and may have higher effi-

ciency. 

In future, we would like to test our system in a real-life transla-

tion scenario to analyze productivity gains in a commercial 

environment. We also want to extend the TPES by including 

source language knowledge into the network and compare 

LSTM against GRU hidden units.  

In future, the performance of current TRS system is still related 

to the underlying MT system. Additional improvement could be 

achieved by supporting other type of interactions, such as reor-

dering operations, or building the system with stronger statisti-

cal models.  
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